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Abstract

In standard image registration, the point of interest deals with the detection and selection of feature points. In ad§ion
to this, we introduce the motion vectors for detecting the specific object deviation by setting the threshold level. Block
matching motion estimation algorithm is used in identifying the translational movement which is an essential measure
in medical imaging, particularly to detect abnormalities related to loosening, subsidence and anteversion.
Convolutional filters are more effective in searching the key points. Hessian differential operators, octave and level
sampling are used for filtering the features. For selecting feature points, interpolation parameters and nonmaximum
dominance of differential operators are used.
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[.INTRODUCTION

Inside the current medical setting, clinical imaging is an imperative segment of countless applications. Such
applications happen all through the clinical track of the occasion, not just inside demonstrative settings, howe§Br.
unmistakably in the zones of arranging, completing and assessing careful and radio therapeutic approaches. The
imaging modalities used can be partitioned into anatomical and functional classes. The Anatomical modalities, for
example, portraying morphology ., incorporate X-ray or X-beam, MRI (Magnetic Resonance Imaging). CT (Computed
or figured tomography), US (Ultrasound), entry pictures and video arrdffiements acquired by different catheter
*scopes’, for example in laparoscopy some noticeable subordinate strategies are so disengaged from the first modalities
that they show up under a different name, for example MRA (Magnetic Resonance Angiography), DSA (Digital
Subtraction Angiography. got from x-ray), CTA (Computed Tomography Angiography) and Doppler (got from US.
alluding to the Doppler impact estimated). Functional modalities, i .fjdepicting fundamentally data on the digestion
of hlddcn life structures, incorporate (planar) scintigraphy. SPECT (single-photon emission computed tomography),
mlsswn tomngraphy) whlch iogether make up the atumlc medication imaging modal:tles and fmRI | '

2 §ystems. A lot of pmgrcaalve]y uulnamn modalmes can be termed, however lhese are eitherc

""" swography).
¢ g/ata picked up from two pictures gained in the clinical track of occasions is for the most part of a
. proper reffBnciliation of helpful information obtained from the different pictures is regularly wanted.

enrollment. After enrollment, a combination step is required for the coordinated presentation of the information in
question. Lamentably, the terms enrollment and combination, just as coordinating, joining, connection and others,
show up polysemous in writing, either alluding to a solitary advance or to the entire of the methodology incorporation
process. Right now, the meanings of enrollment and combination as characterized above will be utilized.

still in the preclinical research arrangement, e.g., pMRI (perfusion MRI), EIT (e]ectr't{:allk_rr[.,‘iM

‘p ase right now is to bring the modalities required into a spatial arrangement ., a methodology alluded to as
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The picture enlistment is one of the key strides to accomplish three-dimensional (3D) limitation and the other
picture combination forms [16]. The strategies for picture enrollment are mostly named enlistment based on dark
enrollment in change space and the enrollment techniques dependent on highlights. Enrollment technique dependent
on dim does the geometric change of the picture to be enrolled and afterward picks the fitting advancement calculation
to acquire the enrollment change framework. Its estimation is basic. Be that as it may, it requires high picture quality
and is anything but difficult to be influenced by outer conditions [1], [2]. [3], [4]. [5]. [9]. Enrollment technique
dependent on change area utilizes a sort change to acquire the interpretation, revolution, scaling, and other parameters
between pictures. The Fourier change is generally utilized. This sort of strategy has a better enemy of commotion,
also the quicker speed. In any case. it is primarily reasonable for the basic twisting between pictures [6]. [9].

Picture enlistment is a way of adjusting pictures obtained from various imaging frameworks [7], [8] by finding
the right spatial change between related components in pictures. Enrollment of pictures gained from various sensors
or on the other hand imaging conventions has various clinical applications in finding and picture guided medical
procedures/ treatments [10]. The test is to manage a large range of force varieties beginning from enlightenment
changes. in-homogeneity. or essentially imaging modalities. Since various physical wonders are estimated in various
imaging frameworks. no practical connection between the picture powers can be characterized to delineate the relating
components starting with one picture then to the next. With the advancement of remote detecting innovation,
multitemporal, multispectral, and multiresolution remote detecting information have risen. These information give
correlative data for the investigation of the quality of the locale and a total portrayal of the highlights [11]. Picture
enrollment innovation is essential for the extensive utilization of this picture data [12]. Picture enrollment is of vital
significance in incorporating data from pictures of a similar zone of intrigue that are gathered from various estimations
[13].[14]. [15], either at various time space, or utilizing an alternate methodology. For instance. in remote detecting,
skillet honing is a system to intertwine a high spatial goals panchromatic pictures with low spatial goals, RGB or
multi-ghastly pictures. To accomplish high spatial and ghastly goals pictures, an exact enlistment between the PAN
and the multi-ghastly pictures is required.

II. DIFFERENTIAL OPERATORS FOR KEY POINTS

In image processing, detecting the features of an image plays an important role. This process is useful
to identify the objects in an image and compare the same objects in another image. In many medical image
processing techniques [21], which involves feature detection, by means of extracting the features of a
particular image automatically with the unique content of the object. This process was used to identify
different objects from the image. Generally, the process of identifying the objects in an image is possible, if
the reference image is focused using transformations like shifting with some scale or otherwise rotating with
some angle.
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Fig. 2.1: Correspondence between the two images

In many computer vision applications the above said process was used. Registering the feature points
of an image, object recognition and object tracing are examples of computer vision. To know what exactly
the correspondence between the images, just observe the diagram Fig. 2.1. Few points from the left image
plane are matched with the right image plane. In an image, the correspondence between the pixels can be




calculated in so many ways, but among them the following three steps are mainly used, the foremost one is
interest points selection from different locations in an image like corners, globules and intersections. The
second step is finding the feature vector from the neighborhood pixels of every point of interest from
different observing conditions [19]. Final step is accomplishing all pixels as a descriptor vector that are
coordinated between different images. This type of matching was performed by calculating the distance
between the vectors. Using general geometrical calculations like Euclidean distance, the correspondence can
be calculated.

A. Convolution filters

One of the linear filters that were used in the spatial domain and the simplest among all other filters are box
-filters. It replaces a pixel in an image with its average value of neighborhood pixels [25], and this is a simple
average method performed on pixels. Box-filters are used to find the average value of neighborhood 4-
connectivity or 8- connectivity pixels as shown in figure 2.2.

The main benefit of this type of average filter is to decrease the irrelevant data from the image. Use
of this special box-filter confines the problem to its coetficients, i.e., all coefficients are equal. To overcome
this confliction, convolution filters are used where we can observe different useful coefficients in the image.
Convolution filters are also used in smoothing, sharpening, intensify and enhance the image. If we are
dealing with medical images, the enhancement process is very useful. Thus, in this proposed method, the
use of box-filters in Speeded-up Robust Feature (SURF) algorithm was modified with a convolution filter.

(x,p+1) [x—l.y+lJ (x+1) [x+l.y+lJ
(x=1,») (x.v) (x+1.y) (x=1.») (x.v) (x+1.y)
(x.p=1) [.t—l,y—l1 (xy=1) [.t+l,y—l1
4-neighbourhood 8-neighbourhood

Fig. 2.2: Four connectivity and eight connectivity pixels

Convolution filters working with masks of size 3*3 or 9*%9 sometimes are called convolution symmetric
kernels [26]. Let the coordinates of the image be (x,y) and ‘L’ be the scale parameter which can characterize
the size of filter. The general property of the convolution filter is given below.

v(x,y) € 2%, (f = (2, ¥):= T pea flx— Ly — Ng(. )
(2.1)

cete diftesgnfial operators are used in convolution filters with several scales which are used to improve "\;\PUJ
i and pcrform paramctcrlzcd opcranon with smtablc kcrncl by above mentioned variable

Let us consider a digital image ‘u” and this can be operated with the true values of the operator at a scale ‘L’
accomplished with prime coordinate referred to as ‘D’ multiplied with x*L. It creates the convolution filter
with suitable size
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(L)=[0.8L] €N
(2.2)

Recollecting the information where the symbol [.] represents the round off operation to the next higher value
of integer. (10]
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Fig. 2.3: Left side image consists of a test image ‘u’ and the right side image consists of its integral ‘U’

In the above image ‘u’ consists of a single nonzero pixel. We can identify that, if {= 1, the convolution filter
performs the operation as a symmetric finite-difference mechanism at the pixel range of scale.

1 10-1
u=|11"[1 0—-1)*u=]10-1|*u
1 10-1

24)
The above explained filters are first-order convolution filters. These filters use first-order partial derivatives
as nper.nnr\ in a preference scale [. We can get a good suitable formula for its impulse of *D" multiplied

1 if(xy) € [=LI[-1-1] et
Dtyé(x,y) =1 -1 if(x,y) € [_I.f]x[l,f]
0 otherwise

—REGISTRAR

(2.5)

exat complexity calculation using the integrated image as explained in equation (2.2) we can pre
dLT.Ll“I‘l]IHL the integrated image say "U’, seven consecutive additions are enough to evaluate those opudtm»
me«peune of size of the parameter [. Now let us consider and evaluate [29] the same equation (2.2) with
‘b’ and ‘a’ equalto L and c =-(,d = -1.
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Fig. 2.4: Operation of convolution filter using integral image
We can get,

v(x,y) €2, Dyulx,y)= UE+Ly+D+U=1-1y)
“Ux+Ly)—Ux—-1-1,y+1)
—Ux+Ly—-1D-Ukx-1l-1y—-1-1)
+U(x+Ly-l-1D+UE-L-1,y-1)

(2.6)

0 E=F

Fig. 2.5: Overview of first-order convolution filter
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5) Calculating the motion vectors for identifying the deviation
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Fig. 3.1: Schematic of Proposed Method

Two reference images, say X and Y, are considered. Differential operators will be calculated separately for both
reference images by using the above said convolutional filter equation 2.3.

A. Key Points Detection

In the above section, the structures of first-order and second-order convolution filters and how these filters
are configured with its parameters were explained. In this section, we will find key points through multiscale adaptive
local feature detection. The term ‘multiscale’ is introduced here because the convolution filter [28] produces the
response with scale invariant property. i.e., the filter response should not vary with its operator’s scale. Algorithm
follows the steps shown below. Here, the input is taken as ‘u’ and it produces a list of key points from the reference
1image.

] "{{Ji’im n of two reference images like U, and U, W
() ; W
'E}t_‘a swithL=1to 2 C
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vy starts here to perform Octave Sampling |
For loop starts here to perform Level Sampling
Calculate 2% and produce L
List key points by adding to Hessian matrix coefficients
End for loop
End for loop




Step-5: Return all key points

By using the above algorithm, we can detect feature points and some important terms related to this algorithm like
Hessian matrix coefficients, active samplers as explained below.

B. Filtering of Features
Second order partial derivatives are arranged in a square matrix as shown below, which forms Hessian matrix
or simply Hessian. Usually Hessian matrix uses the functional determinants.

- 8f atf af
é‘x% dxydxg dxqdxy
a’fF atf a*F
H(F)=| dxaoxy  ox) dxz0%n
7r A
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Fig. 3.2: Hessian matrix of order n

Hessian determinant calculation using convolution filters: The scale-independent Hessian matrix determinants
can be calculated from the below equation,

1
D(,HL(u):za (Dixu. D§yu — (w Diyu)?)
(3.1)

As we mentioned in the above algorithm, scaling can be achieved from the relation L=2"i+1 and here the constant
predefined weight ‘w’ is 0.912. Normalization factors are required to get the scale invariance property, generally we
1

will take I* as a normalization factor. While calculating the Hessian determinant, the numerical tolerance will come
into picture to overcome this weighting factor “w’ which was used. Each point of the box space, almost 36 operations
are required for computation of this operator and this process can perform to compute DoH%(u), which is clearly
explained in the below algorithm.

The matrix parameters multiplied [17] with every pixel in an image leads to an increase in the computational
complexity [29]. To reduce the computational complexity while calculating the Hessian determinant, sampling is
M N

required. The sampling is performed in the octal level so that the number of pixels to be tested is [F X[ 201 I;
After finding Hessian determinants using convolution filters, it is necessary to normalize the determinants because
those values are continuous and the convolution filters are not isotropic. As mentioned above, to realize the scale
invariance, the Hessian operators has to normalize and we can get (% constants from the entire scale. The same is given
below

3
DGl = ——— = 3[|Dy G,

Step-3: For loop start with 0 to M-1
Perform 2o0-1 Correspondence
For loop start with 0 to N-1
Perform 20-1 Correspondence
Use 3.1, Calculate Hessian scale independent values




End for loop
End for loop
Step-4: Return (DoH"),, (DoH"),

C. Selection of Key Points

After detecting the feature points, we have to select only a few of them which are adaptively considered
matched with the reference image, this can be achieved by considering the neighborhood pixels. In this selection, the
class of transformation which we used at the time of feature detection procedure was important. By considering
similarity parameters like location and shape. scale estimation is jointly performed with similarity transformation.

In this methodology. the common interest or desirable points are considered as the local maxima of the
determinants of Hessian matrix (DoH"“) of an image (u). Now, the detection of maxima is performed [22] by
considering P, Q, R neighborhood pixels, generally P=Q=R=3, and comparing the box space with the nearest
neighborhood pixels. The above said procedure is described in the below algorithm.

This algorithm consists of input arguments which are maxima of the determinants of Hessian matrix (DoH") of an
image (u), octave sampling(o), Level of interest (i), DoH" values at ‘o’ and “i’. Then the output arguments are a list
of key points.

Step-1: Initialization of Octave Sampler, Level of interest and Hessian determinants
Step-2: Calculate 20i+1 as L
Step-3: For loop start with 0 to M-1
Perform 20-1 Correspondence
For loop start with 0 to N-I
Perform 20-1 Correspondence
Use eguation 3.3 to fix the threshold
Maximum dominance calculation for (DoHY)x y
Interpolation parameters Calculation for (DoH")x y
End for loop
End for loop
Step-4: Retumn the list of key points

Procedure to set the threshold: Thresholding is essential process after quantization with octaves. Here we are using
four number of octaves and two number of levels for analysis so that we can analyze 8 scales of representation. Using
the method as in [25] is not only a computationally efficient method of image representation but also provides noise
immunity. We can get the key features by applying a threshold on Hessian determinants (DoH").

DoHY(image)(xy) > L
(3.3)
We have to remember that this operator is scale invariant and it is constant. This normalization can be achieved using
simple mathematical operations. By using trial and error method also we can set the threshold [27]. let the threshold
value be 103 and the reference image interval be [0,255]. Fig. 3.3 describes setting the points of interest with reference
to Hessian determinants (DoH") after the thresholding operation. The radii of the green circles is variable, in this
application the radii is set to 2.5 times the L (Box Scale).
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Fig. 3.3: lllustration of interest point detection

As stated above, for scale normalization, Hessian determinants are used. However, we may use a few other operators
like Laplacian. The mathematical formulation of Laplacian operator is as given below.

AL (u) = = (D, + Djy)u.
(3.4)

D. Matching the Key Poinis

After selecting the key points from two images, say ‘u” and 'v’, match the key points which are represented
by its pointof interest ({Xk}x and {Y}1}) with their corresponding descriptors (SURF of { X}« and SURF of {Y (}+}).
We know that, for this type of descriptor. the interest points must satisfy the condition X €[-1.1]* which indicates a
vector with dimension 64 and its Euclidean norm is | X Il =1. The comparison between the interest points was
performed using Euclidean distance, since these interest points are considered as vectors, After that, using a
thresholding technique called Nearest-Neighbour Distance Ratio (NNDR), we can combine the features. Here, we
calculate the Euclidean distance by comparing the descriptor X, with the image ‘u’.

di, = X — ¥ill3 = 2 - X{. 1)
(3.5)

Let us consider one megapixel image, almost millions of scalar products are computed from the second image
‘v, this extends the computational complexity. Therefore, to lessen the computational complexity in the matching
procedure, we need to compare the Laplacian signs of key features. If the two descriptor’s signs are not equal. then
those are considered as unlikely similar. In this case, there is no need to compare the key features and the comparison
is discarded.

For matching the key points we need to find the most important and reliable correspondence from several
number of reputed features, this leads to best match of feature. In the other way, if we consider the similarity distance

\ denoted by “Y 1" where (1 is,

(3.6)

&
2 Ov:arem Neighbour Distance Threshold is a proximity search technique which is used in pattern
recognition, computer vision, etc., this is a straightforward method to find the correspondence by fixing threshold on
the similarity measure. Indeed, such a method of matching produces a negotiation between false positive numbers and
false negative numbers. Therefore instead of using this type of thresholding method [19], we used Nearest Neighbour
Distance ratio, which is a simple and reliable statistical method to discard mismatches.

s -

[, € a?'g:""“ dy, — REGISTRAR| 2




In this method of matching, we need to find the ratio of the first and second nearest neighbour pixels and
measure the correspondence between them. For doing this, first we have to compute Y, and then other closet one
Y features from the desired Xi.such that

min
l2 € arguse. ayzdy,, dil
(3.7)

dk A

Finally, compare the corresponding ratio to a suitable threshold ‘t" and follow the condition, if dk-bf t, then the
correspondence was confirmed in this discussion, and the threshold was set to 1=0.8, we may increase or decrease the
threshold using trial and error methods. We are dealing with medical images so that the threshold was set to maximum
value. After the matching is completed, it is necessary to find the deviation of the matched points. This is explained
in the below section.

E. Mation Vectors to Find Deviation

This Unit describes the motion estimation theory between two consecutive images using features. The key
idea of motion estimation is to find [17] the displacement between two successive frames. In the simplest form, the
problem can be described by equation (3.8). This equation only permits the registration of translational movement in
x and y and the intensity levels are @pected to be the same all over the image.

I(x,y,t) =I{x+ Ax, y + Ay, t — At)
(3.8)

. E

(a) Reference image | (b) Reference image 2
Fig. 3 4: Displacement between frames

Frame Translation: The general model of inconsistency between two objects in two respective frames is translation.
Translation can identify the movement of any particular region in an image. Naturally. if an image is affected by
translational movement, §fJh it indicates objects [ 18] in the foreground have been moved. Suppose the translational
movement is outside the reference image, then the new frame is created by the combination of both old coordinates

plus translation coetficients.
xnew] _ Bo!d] + [AI
Ynew old &y (

1
/ 39) \| ., 8
o k.
- Y
H(‘;L equation, X, Yogare the old coordinates of the image in which the translation operation was
v are the new coordingg@s after performing the translation operation. The numerical values Ax i

~i1 new coordinates and the frame was neither damaged nor corrupted by noise. In the translation operation |
[22]. all pixels of the original image are imposed in the output image, the region of interest was moved to the desired
position [19. 20] using equation 3.9. If all pixels of original image are left unchanged, then the translated image is the
same as the original image which means that there is no change in the output image. We can observe a slight difference
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between moving the pixel region and translating the pixel region, if original pixel region was filled with homogenous
gray levels. An example of translation operation is given below Fig. 3.5.

0 X: = N1 0 X > N-1
(4] 0
L —
Ay
Ix

~- :D -

Y v
M-1 M-1

Fig. 3.5; Example for Translational operation

Since the pixel values of an image are integers, the translation procedure is straight forward and if we use sub-pixel
values, we may use the bilinear interpolation method.

Rotation of an image: Spatial transformation techniques have a vital role in many image processing applications like
CT, MRI images. Rotational operation is one of the linear spatial transformation methods [23]. This type of operation
was characterized by center of rotation and rotational angle.

Let us consider the camera movement to be anti-clockwise rotation. Then the entire frame will be a clockwise
rotation of all pixel values to a new location.

[Xnew] [6059 — sinB] Xold]
sin@  cos@11Yoldl

Here in the equation, f/ represents the rotational angle. For more reliable anal)sls it will be indicated like

Xnew| _ [COSQ —smﬂ] [Xo1d|
Vnewl Lsin@  cos61|Voial

| Ynew
(3.10)

(3.11)
Here the quantity X measures the average value, equation 3.11 is rewritten as in equation 3.12,

Xnew — JEﬂ‘ewjl _ [COSQ — sinf [xold £= -fo.!d]

Ynew — Vnew sin@ cos01 Yoia — Youa

Zdsex and more desirable cases involving medical applications [24], analyzing the rotational movement \ 3
l. s in thc frame is nccdcd Equatmn 3.10 cn.lb]c:s such typc ul mc(.hrmlsm As mentioned in the

'neW] _ [0059 —Slng Lold old] [ new — oid]
sinf cos6O — Youd Ynew — Yold




IV.RESULT ANALYSIS

In this section, we used six test samples of medical images. The experiment with the proposed method of image
registration not only performed feature detection but also identified how much the specific object was deviated from
the reference image before and after surgery. In fig. 4.1, (a) and (b) are two reference images of bone surgery. From
equations (3.3) and (3.4), the strongest key points are selected as shown in fig. 4.1 (c). (d), (1) and (m). Here we can
idgf}ify clearly that there was no deviation in the objeffs. The same statement can be justified by quantitative values
of fig. 4.1 (g). (h) and (i). The linearity in the curve of fig. 4.1 (g). (h) and (i) shows that there is no deviation, but this
linearity in the slope is not observed in fig. 4.1 (r) which indicates a small deviation. In fig. 4.1 (e) slope of the matched
features is zero and fig. 4.1 (n) has some slope. The motion vector analysis performed on the test sample further
justifies the proposed algorithm. If we compare fig. 4.1 (f) and (o), in the former there are no motion vectors because
there is no deviation, but in the latter we can observe a few motion vectors.
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Apart from registration, the proposed algorithm also verifies the features of images with respect to modalities. The
above explanation holds good for the test samples in fig. 4.2 (i) and (ii). Even though the slope of the connecting line
between the feature points is zero which means no deviation, but in fig. 4.2 (viii) it shows nonlinear and irregular
curves, this is because the contrast of two images in fig. 4.2 (i) and (ii) is different. To avoid this confusion in the
determination of deviation, fig. 4.2 (vii) will be useful. In this, forwarded transformed polygon, slope of two curves
are same. In fig. 4.2 (x) and (xi) few features are not comparatively same and hence in fig. 4.2 (xvii) and (xviii)
irregular spikes are observed.

The proposed algorithm also identifies the amount of deviations like “very small”, “small”, and “high™. With the help
of motion vectors, it was possible to obtain fig. 4.3 (6) and (15). During the MATLAB simulation of the test samples
in fig. 4.3 (1) and (2) “very small deviation” was observed in fig. 4.3 (10) and in fig. 4.3 (11) “small deviation” was
observed.

Table 4.1: Registration metrics
Lower Bound
: Lower Bound Mutual
Information Inf ; Inf 3 Mutual
Ratio (IR) i q’matmn " (_)rmatmn Information
Ratio (LIR) Ratio (MIR) Ratio (LMIR)
Sample 1(Fig. 4.1 a and b) 114.0842 60467 176.712 59.903
Sample 2(Fig. 4.1 j and k) 11257 59934 147.629 100.203
Sample 3(Fig. 4.2 i and ii) 90.54 51531 142.009 73.409
Sample 4(Fig. 4.2 x and xi) 141 .814 78922 57.762 144,886
Sample 5(Fig. 4.3 | and 2) 48.13 25845 86.651 3529
Sample 6(Fig. 4.3 10 and 11) 45964 24774 83.16 34.18

The Information Ratio (IR) and Mutual Information Ratio (MIR) [30] are used to analyze the performance of the
proposed algorhm quantitatively . Here IR and MIR will be calculated including i@@lower bounds,i.e.,LIR and LMIR,
which are the functions of entropy and mutual information. These metrics are particularly useful to minimize the
computational complexity in identifying the features count. These metrics will be useful to evaluate the registered
image in the perspective of common features count that can be identified among given samples. The metrics for the
six test samples of medical images are given in table 4.1.

V.CONCLUSION AND FUTURE SCOPE

This paper has focused on medical image registration and in identifying abnormalities after surgery. The existing
image registration algorithms deal with feature point detection and identification, but the proposed method can also
identify the quantitative analysis of registered images. The statements given above have been proved with graphical
plots. In this, if there are abnormalities like loosening, subsidence and anteversion which are minor and not possible
to detect by human, then the corresponding plots will show the deviation in the form of slope. That means if there is
no deviation with respect to reference image. the slope becomes zero. If not, there will be a detectable slope variation.
The proposed algorithm is evaluated with respect to registration metrics also. In this algorithm, we concentrated on
translational movement only. There is a possibility to identify the abnormalities even if it is affected by rotational and
skew motion. This will be possible through 3-D image analysis.
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